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a b s t r a c t 

Hybrid plasma transferred arc (PTA)-laser additive manufacturing (AM) has the potential to build large- 

scale metal components with high deposition rate and near-net shape. However, the process is complex 

with many parameters adjustable for process control, which determine the thermal behaviour and thus 

the final structure and properties of the deposited components. In this study, a three-dimensional steady- 

state finite element model with two independent circular surface heat sources was developed, validated, 

and used to analyse the thermal behaviour in hybrid PTA-laser AM of Ti-6Al-4V. Artificial conductivity in 

three orthogonal directions was applied in the melt pool to compensate for the melt pool convection ef- 

fect. The predicted melt pool geometry, heat-affected zone and thermal cycles had good agreement with 

the corresponding experimental data. This model has advantages over the widely used volumetric heat 

source model, since it is more representative of the energy sources used, giving accurate thermal pre- 

diction for a wide range of process parameters. As the heat source parameters in this model are directly 

linked to the actual arc/laser size, it enables to capture heat source size effect on the hybrid process. In 

addition, it is easier to calibrate compared to the model with volumetric heat sources due to the fewer 

empirical parameters involved. It was found that in the investigated ranges of all the parameters, the 

melt pool geometry is more sensitive to laser power and travel speed compared to arc-laser separation 

distance and laser beam size. The full-field distributions of the cooling rate and temperature gradient in 

the hybrid process were obtained and the roles that different process parameters played on them were 

also studied, which provided useful thermal information for metallurgical analysis. 

© 2022 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Additive manufacturing (AM) is a transformative approach to 

roducing industrial parts, which offers unrivalled benefits in com- 

arison with traditional subtractive manufacturing, such as low 

aterial waste, short lead-time, and high design flexibility [1] . 

here are three main types of heat sources used for metal AM, 

hich are laser [ 2 , 3 ], electron beam [ 4 , 5 ], and electric arc [6–8] .

ach of them offers a different set of benefits and challenges [9] . 

or example, arc-based processes have relatively high efficiency 

nd deposition rate, whilst laser-based processes are well known 

or their high controllability. Hybrid arc-laser AM was developed 

o combine the advantages of both an electric arc and laser, which 

as the potential to achieve both high deposition rate and near-net 

hape [ 9 , 10 ]. In hybrid arc-laser AM, the structure and properties
∗ Corresponding author. 
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f the deposited components are determined by the thermal be- 

aviour of the material, such as melt pool geometry and thermal 

istory. For example, the generated melt pool plays a significant 

ole in determining the deposited bead shape and consequently 

he surface finish of the final parts [7] . The thermal history governs 

he microstructural evolution, which considerably affects the me- 

hanical properties [11] . Therefore, in order to build a defect-free 

nd structurally sound component, the hybrid AM process needs 

o be controlled precisely by appropriate selection of different pro- 

ess parameters, such as travel speed, laser power, laser beam size, 

nd the relative position of the two heat sources, to achieve a de- 

ired thermal condition of the material. 

Compared to AM processes with a single heat source, the hybrid 

rc-laser process is more complicated owing to a greater number 

f process variables. Therefore, it is time-consuming and expen- 

ive to select different variables by trial and error. Moreover, ac- 

urately measuring the global thermal conditions during deposi- 

ion is quite challenging. Finite element (FE) modelling has been 
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Table 1 

Fixed parameters used during the experiments. 

Parameters (unit) Value 

Copper nozzle diameter (mm) 3.9 

Electrode diameter (mm) 4 

Angle of electrode tip ( °) 40 

Set-back of electrode (mm) 2.4 

Nozzle to plate stand-off (mm) 8 

Plasma gas flowrate (L/min) 0.8 

Shielding gas flowrate (L/min) 8 

Oxygen level in enclosure (ppm) < 500 

Angle of plasma torch ( °) 20 

Angle of laser head ( °) 30 

Fibre diameter of laser (μm) 300 
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emonstrated to be an effective way to provide detailed informa- 

ion on the thermal behaviour for metal AM processes. For exam- 

le, Xiong et al. [12] built a three-dimensional (3D) FE model to 

nvestigate the effect of substrate preheating on the thermal be- 

aviour in wire + arc additive manufacturing (WAAM). They found 

hat substrate preheating resulted in a smoother thermal cycle and 

ed to a decrease in the cooling rate of the melt pool. The thermal

ehaviour as a function of different variables in powder bed fusion 

PBF) process has also been studied using an FE model [13–15] . 

owever, these models are based on transient analysis, which still 

equire relatively long computational time. Most importantly, in 

any AM processes, apart from the initiation and termination of 

 deposit, steady-state conditions are reached quickly due to the 

ong deposition time and constant travel speed that is often used. 

herefore, a steady-state FE model can be used in many cases and 

ill be effective in greatly reducing the computational time. Ding 

t al. [16] built a 3D steady-state FE model for WAAM and reported 

hat it saved more than 99% computational time in the thermal 

nalysis compared to the transient model without compromising 

he accuracy. Such a steady-state FE model could be potentially 

sed as a process control tool to efficiently predict the thermal 

onditions needed for a particular structure and property. 

So far, most of the hybrid arc-laser configurations have been 

sed for welding applications [17–19] . However, the purpose of 

sing the hybrid configuration in welding is different from that 

n AM, leading to different optimum process conditions. In hy- 

rid arc-laser welding, the laser with a small beam size in keyhole 

egime is normally used to increase the weld penetration, whilst 

he arc is used to enhance the gap-filling capability, which conse- 

uently improves the welding efficiency as well as the process tol- 

rance. Also, in some gas metal arc (GMA) welding cases, a laser is 

sed to stabilise the arc thus to improve the process stability and 

eld quality [20] . Therefore, the separation distance between the 

rc and laser in hybrid welding needs to be very close to ensure 

heir synergic effect (normally less than the sum of arc radius and 

aser beam radius) [17] . In hybrid AM, by contrast, the arc is used

o melt the feedstock efficiently and generate the melt pool, whilst 

he laser is used to control the melt pool size precisely [ 9 , 10 ]. In

ddition, a flat bead profile with low penetration is favourable in 

M to achieve good surface finish and high process efficiency [ 7 , 9 ].

herefore, a laser in the conduction regime is desired for the hy- 

rid arc-laser AM process, and the separation distance between the 

wo heat sources is relatively long (normally more than the sum of 

rc radius and laser beam radius). 

Due to the short arc-laser separation distance and high pene- 

ration depth, a combined volumetric heat source model or two 

eparate volumetric heat source models with very close distance 

re normally used to simulate the thermal conditions in hybrid 

rc-laser welding. For example, Chen et al. [21] used a combined 

olumetric heat source model (double ellipsoidal + conical) in an 

E simulation to study the hybrid arc-laser welding process of 

16 steel and achieved an accurate weld cross-sectional geometry. 

ong et al. [22] simulated the hybrid arc-laser welding process of 

ild steel with two separate volumetric heat source models (dou- 

le ellipsoidal and cylindrical) and found that the fusion zone and 

eat-affected zone (HAZ) obtained with the FE model and exper- 

mental measurement were in good agreement. However, in their 

odels many characteristic parameters were needed to define the 

eat source. Furthermore, in AM the energy produced by the heat 

ource (arc or laser) is transferred from the top surface to the bot- 

om of the deposited material or workpiece. Therefore, physically 

 surface heat source model is more representative to describe the 

aser or arc energy. Moreover, the characteristic parameters needed 

or a circular surface heat source model is only the diameter, which 

an be obtained readily by experiments (e.g., calorimetry for elec- 

ric arc [23] ). Therefore, two independent surface heat source mod- 
2 
ls might be more suitable to describe the laser and arc energy 

n hybrid arc-laser AM simulation. However, the heat convection 

ffect associated with fluid flow inside the melt pool is not con- 

idered in a typical FE analysis with a surface heat source model, 

hich might affect the accuracy of the results. Such a drawback 

ould be overcome by artificially increasing the thermal conductiv- 

ty in the melt pool [ 24 , 25 ], but the characteristics of the artificial

onductivity needed are still not well known. 

Here, a 3D steady-state FE model with two independent circu- 

ar surface heat sources was established to study the thermal be- 

aviour in hybrid plasma transferred arc (PTA)-laser AM of Ti-6Al- 

V. The FE model was validated by experimental data, and the ad- 

antages were compared with a FE model with two independent 

ouble ellipsoidal heat sources. Also, the effect of different pro- 

ess parameters, including laser power, travel speed, laser beam 

ize, and arc-laser separation distance, on the thermal behaviours 

melt pool geometry, cooling rate, and thermal gradient) was in- 

estigated quantitatively. 

. Experimental 

.1. Materials and setup 

Fig. 1 a schematically shows the setup for the hybrid PTA-laser 

ystem. The material used was Ti-6Al-4V plate with the dimen- 

ions of 200 × 50 × 13 mm. An EMW power supply was used 

o produce the PTA, and the current and voltage were recorded by 

n arc monitor (AMV 40 0 0). Pure argon was used for both shield- 

ng gas and plasma gas for the plasma torch. Also, a continuous 

ave IPG fibre laser with a maximum output power of 8 kW and 

 wavelength of 1070 nm was used. The laser head was inclined at 

n angle of 30 ° to prevent the back reflection, whilst the plasma 

orch was inclined at an angle of 20 ° to avoid the burning by the 

aser beam. The motion of the system was provided by a 6-axis 

anuc robot. The experiments were carried out in an argon-filled 

nclosure to avoid oxidation of the material. The oxygen level in 

he enclosure was monitored by an oxygen analyser. A CMOS pro- 

ess camera (Xiris XVC-10 0 0) was used to monitor the melt pool. 

he process parameters that were kept constant during the exper- 

ments are shown in Table 1 . In order to record the thermal cy- 

les, a channel was machined at the bottom of the titanium plate, 

nto which a type-R thermocouple was inserted. This thermocou- 

le has a wide working temperature range (-50–1480 °C) with an 

ccuracy of ±1.5 °C. It should be noted that the detecting tip of 

he thermocouple is not ideally a point but has a certain amount 

f area. Therefore, the temperature measured by the thermocou- 

le is the average value within this contact area. The thermocou- 

le was located at the mid-width of the plate and 4 mm below 

he top surface. A hollow plate (made of 80% silicon dioxide, 15% 

ilicon carbide and 5% others) was used to support the titanium 

late, the middle part of which was removed to ensure it has nat- 
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Fig. 1. (a) Schematic diagram showing the experimental setup for the hybrid PTA-laser system, and (b) the cross section and longitudinal section of the titanium plate, 

support plate and clamps. 
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ral heat transfer to environment and to allow the thermocouple 

o go through. As shown in Fig. 1 b, only the two sides of the sup-

ort plate were in contact with the titanium plate (5 mm in length 

irection on each side). The titanium plate was clamped at both 

ides to be fully secured. 

.2. Methods 

To validate the FE model, a set of autogenous welds were per- 

ormed at the mid-width of the plates. All the important parame- 

ers such as current, voltage, laser power, laser beam diameter (de- 

ocused), arc-laser separation distance and travel speed are shown 

n Table 2 . In welding or AM, the weld Peclet number, ( P e w 

= v L/α,

here α, v , and L are the thermal diffusivity, torch travel speed, 

nd characteristic length, respectively), is a useful way of charac- 

erising the importance of heat source travel speed on the tem- 
3 
erature distribution [ 26 , 27 ]. For a given material and fixed heat 

nput, a higher weld Peclet number indicates less line energy ab- 

orption by the melt pool, leading to a lower penetration depth. 

or example, the weld Peclet number is 9.2 for the PTA and 4.6 

or the laser in Case 1, whilst it is 13.2 for the PTA and 6.6 for the

aser in Case 3 (the characteristic length used for the PTA and laser 

as 12 mm and 6 mm, respectively). That means the penetration 

epth achieved in Case 3 is expected lower than that in Case 1. 

In this study, the laser leading configuration was used in all the 

odelling cases and experiments. After welding, all samples were 

ross-sectioned, hot mounted, ground, polished, and etched (using 

roll’s reagent) to check the dimensions of the fusion zone and 

he HAZ using a Nikon stereo microscope. It should be noted that 

he microstructure and properties in the HAZ are different from 

hose in the base material. Normally, coarser grains are observed in 

he HAZ than in base material due to the higher temperature that 
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Table 2 

Parameters used in the experiments for model calibration and validation. 

Current (A) Voltage(V) Laser power (W) Travel speed (mm/s) Separation distance (mm) Laser beam diameter (mm) 

Case 1 160 19 2500 4.5 10 6 

Case 2 160 19 4500 4.5 10 6 

Case 3 160 19 2500 6.5 10 6 

Case 4 160 19 2500 4.5 16 6 
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Table 3 

Thermo-physical properties of Ti-6Al-4V and other physical constants. 

Parameters (unit) Value 

Liquidus temperature (K) 1928 [30] 

Solidus temperature (K) 1878 [30] 

β-transus temperature (K) 1270 [11] 

Heat convection coefficient (W m 

−2 K −1 ) 15 

Radiation emissivity 0.4 

Stefan-Boltzmann constant (W m 

−2 K −4 ) 5.67 × 10 −8 

Specific heat (J kg −1 K −1 ) Temperature-dependent [29] 

Density (kg m 

−3 ) Temperature-dependent [29] 

Thermal conductivity (W m 

−1 K −1 ) Temperature-dependent [29] 
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he materials undergo in the former region. In a micrographic im- 

ge, due to the difference of grain size and corrosion resistance of 

he material in the HAZ and base material, there is a clear bound- 

ry between them after etching, which can be used to determine 

he HAZ boundary. In addition, some microstructure images were 

aken using a Hirox microscope. 

. Finite element modelling 

.1. Heat source model 

A 3D steady-state FE model was developed in the present work 

o predict the melt pool geometry and the thermal field outside 

he melt pool in hybrid PTA-laser AM. Two independent circular 

urface heat source models with a Gaussian distribution were used 

or the PTA and laser. The power density distribution of the PTA or 

aser is described as follows: 

 ( x, y ) = 

3 Q 

π r 2 
0 

exp 

(
−3 

r 2 

r 2 
0 

)
(1) 

here r is the radial distance from a given point to the heat source 

entre, r 0 is the effective radius and defines the region where 95% 

f the heat flux is applied, and Q is heat input. In this study, the

adii of the PTA and laser used were 6 and 3 mm, respectively. For 

he PTA, the heat input, Q 1 , is expressed by: 

 1 = η1 V I (2) 

here V and I are the arc voltage and arc current, respectively, 

nd η1 is arc efficiency. For the laser, the heat input, Q 2 , is ex- 

ressed by: 

 2 = η2 P (3) 

here η2 is laser absorptivity, P is the applied laser power. 

Unlike a transient FE model which uses a Lagrangian refer- 

nce frame to simulate the moving heat source, the steady-state 

odel uses an Eulerian reference frame where the material “flows”

hrough the mesh [16] . A mass flow rate per area, F , is utilised to

epresent the heat source movement, which is defined by: 

 = −v ρ (4) 

here ρ is the material density, and v is the heat source travel 

peed. 

To compare the surface heat source model with a volumetric 

eat source model, a 3D steady-state FE model with the commonly 

sed double ellipsoidal heat source was also built. In this model, 

wo independent double ellipsoidal heat sources were used for the 

TA and laser. Apart from the heat source, all the settings of this 

E model are the same as those in the model with surface heat 

ources. The power density distribution of a double ellipsoidal heat 

ource is described as follows: [28] . 

 ( x, y, z ) = 

6 

√ 

3 Q f f 

ab c f π
√ 

π
exp 

(
−3 x 2 

c 2 
f 

− 3 y 2 

a 2 
− 3 z 2 

b 2 

)
(5) 

 ( x, y, z ) = 

6 

√ 

3 Q f r 

ab c r π
√ 

π
exp 

(
−3 x 2 

c 2 r 

− 3 y 2 

a 2 
− 3 z 2 

b 2 

)
(6) 
4 
here a and b are the semi-axes of the ellipsoid in the directions 

 and z , respectively; c f and c r are the semi-axes of the front and 

ear ellipsoids in the direction x , respectively, and f f and f r are 

he fractions of heat deposited on the front and rear ellipsoids of 

he model, respectively, which satisfy that f f + f r = 2. It should 

e mentioned that artificial conductivity was not used in this 

odel. 

.2. Boundary and initial conditions 

Both convection and radiation were considered on the external 

urfaces of the plate to simulate the heat loss to the environment, 

hich is defined by: 

 ( ∇T · n ) − q + h ( T − T 0 ) + εσ
(
T 4 − T 4 0 

)
= 0 (7) 

here k is the thermal conductivity, n is the unit outward normal 

ector, q is the heat flux received by the surface (only top surface 

n this case), h is the convection coefficient, ε is the emissivity co- 

fficient, σ is the Stefan-Boltzmann constant (5.67 × 10 −8 W m 

−2 

 

−4 ), and T 0 is the ambient temperature. The convection coefficient 

nd emissivity are dependent on many factors, such as material 

roperties and temperature. The sensitivity analysis of the con- 

ection coefficient and emissivity showed that the heat loss due 

o surface convection and radiation are very low compared to the 

eat input provided by the heat sources, meaning that the results 

re not sensitive to these two parameters. Therefore, constant val- 

es were used for these two parameters. The convection coeffi- 

ient and emissivity were adjusted until the simulated and mea- 

ured thermal fields are in good agreement. The calibrated values 

or convection coefficient and emissivity were 15 W m 

−2 K 

−1 and 

.4, respectively. The ambient and initial temperatures were set as 

0 °C. 

.3. Material properties 

The material used in this study was Ti-6Al-4V. The 

emperature-dependent material properties, including specific 

eat, density, and thermal conductivity, were taken from Ref. [29] . 

he thermo-physical properties of Ti-6Al-4V and other physical 

onstants employed in the model are listed in Table 3 . Artificial 

hermal conductivity was used in the melt pool to compensate 

or the convection effect associated with liquid metal motion 

nd thus to calibrate the model. Specifically, an orthotropic con- 

uctivity ( k x , k y , k z ) was used for the calibration of the model,
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Fig. 2. Geometry and mesh used in the FE model. 
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Fig. 3. Predicted melt pool dimensions obtained with four different mesh sizes, see 

process parameters for Case 1 of Table 2 . 
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here k x , k y , and k z represent the component of the thermal 

onductivity in x, y , and z direction, respectively (indicated in 

ig. 2 ). These parameters are determined by experimental cal- 

bration, which will be presented in Section 4.1.1 . It should be 

entioned that in the proposed model, the energy in the melt 

ool is transferred to the solid material through artificial con- 

uctivity, which is calibrated against experimental results. In this 

ay, the power density distribution effect under inclined arc and 

aser can be taken into account during the calibration of artificial 

onductivity. 

.4. Numerical implementation 

The model was developed using the commercial FE software 

BAQUS. User-defined subroutine, DFLUX, in Fortran language was 

sed to define the heat source. The dimensions of the titanium 

late in the model were the same as those used in the exper- 

ments. The computational domain was discretised using non- 

niform hexahedral meshes with an 8-node convection/diffusion 

rick element type (DCC3D8), as shown in Fig. 2 . Due to the high

emperature gradient in the heat source zone, a higher mesh den- 

ity was used (grid size of 0.5 mm) in this area. In addition, to 

mprove the computing efficiency, the mesh was set coarser at a 

urther distance from the heat source, with a grid size of 3 and 

 mm at the two sides of the plate, respectively. Galerkin method 

as used to construct the discretised governing equation based on 

he heat transfer theory. Newton-Raphson method was employed 

o solve the nonlinear governing equation iteratively. 

A mesh independence analysis was undertaken to assess the 

ensitivity of the predicted results to mesh size and to determine a 

easonable mesh density. Four different mesh arrangements, con- 

isting of 130,0 0 0, 439,40 0, 765,426, and 1,0 02,972 elements, re- 

pectively, were used for this study. Fig. 3 shows the width and 

epth of the melt pool obtained with four different mesh sizes. 

ne can see that the mesh density has a very minor effect on the 

elt pool dimensions except that a very slight increase in the melt 

ool width (from 11.95 to 12.24 mm) occurred when the element 

umber was increased from 130,0 0 0 to 439,400. Therefore, in this 

tudy, a total element number of 439,400 was selected for all the 

E modelling cases. It took 3 min and 15 s for the calculation of 

ase 1 using a high-performance computer with 8 × 1.6 GHz CPU, 

nd it took similar time for other cases using the same computa- 

ional resources. 
5

. Results and discussion 

.1. Model calibration 

.1.1. Surface heat source model 

The process parameters in Case 1 (see Table 2 ) were used for 

he calibration of the FE model with two circular surface heat 

ources. It was found that the heat input primarily determines the 

elt pool volume as well as the thermal cycles. Since the arc cur- 

ent, arc voltage, and applied laser power were known from the 

xperiments, the only parameters determining the heat input are 

rc efficiency and laser absorptivity. In fact, the laser absorptiv- 

ty and arc efficiency are affected by many factors, such as tem- 

erature and melt pool surface deformations [31–33] . However, it 

s very difficult to capture an accurate value in additive manufac- 

uring conditions. For example, the laser absorptivity could have a 

onuniform distribution on the melt pool surface due to the dif- 

erent curvature. Therefore, fixed values were used in this model 

o represent the overall effect of this parameter, and similar ap- 

roach has also been used by other researchers [34–36] . The laser 

bsorptivity and arc efficiency were determined by experimental 

alibration. During calibration, different values of the aforemen- 
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Fig. 4. The melt pool obtained with (a) FE model, and (b) experiment. All the parameters used are from Case 1 in Table 2 . The yellow arrows indicate the heat source travel 

direction. 

Table 4 

Artificial conductivity used for the calibration of the FE 

model with two circular surface heat sources. 

k x (W m 

−1 K −1 ) k y (W m 

−1 K −1 ) k z (W m 

−1 K −1 ) 

100 150 30 
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Table 5 

The dimensions of melt pool and HAZ obtained with the experiment and the FE 

model with two circular surface heat sources. 

Dimensions Experiment (mm) FE model (mm) Error (%) 

Melt pool Width 11.4 12.2 7.0 

Depth 2.0 2.2 10.0 

Length 20.3 20.4 0.5 

HAZ Width 18.1 17.8 1.7 

Depth 7.0 7.3 4.3 
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ioned two parameters were used to compare the simulated and 

xperimental results, including thermal history, fusion boundary, 

nd HAZ boundary. The laser absorptivity and arc efficiency were 

btained until the simulated and experimental results are in good 

greement. The calibrated arc efficiency was 0.64, which is con- 

istent with the measurement by Fuerschbach and Knorovsky [37] , 

anging from 0.5–0.75. The calibrated laser absorptivity was 0.5, 

hich also agrees with the values of a fibre laser in conduction 

ode for titanium, ranging from 0.38–0.51 [38–41] . 

Orthotropic artificial conductivity above liquidus temperature 

as then used to calibrate the melt pool geometry. More specif- 

cally, the melt pool size in one certain direction can be increased 

y increasing the conductivity in this direction, which then is com- 

ensated by the melt pool size in the remaining dimensions. The 

onductivities used in x, y and z directions are shown in Table 4 .

he artificial conductivities used in x and y directions are much 

arger than that in z direction. Actually, in the conduction mode 

f welding or AM, heat convection dominates the heat transfer in 

he melt pool [42] . The fluid flow produced by the plasma arc is

ainly controlled by the surface forces, such as Marangoni shear 

tress, arc pressure, and arc shear stress [43] . Similarly, the fluid 

ow induced by the laser in conduction mode is dominated by the 

arangoni shear stress, which is also surface force [44] . In addi- 

ion, the fluid flow direction is also influenced by material com- 

osition [ 45 , 46 ]. In this study, Ti-6Al-4V was used with a nega-

ive temperature-dependent surface tension coefficient, which can 

ause strong sideward and backward surface flows [43] . Therefore, 

he heat convection in width and length directions are much larger 

han that in depth direction. In the proposed model, as the artifi- 

ial conductivity is applied in the melt pool to compensate for the 

eat convection effect, therefore the calibrated artificial conductiv- 

ties in x and y directions are significantly larger than that in z 

irection. 

Fig. 4 shows the melt pool obtained with the FE model and ex- 

eriment. It can be seen from both simulation and experiment that 

he laser produced a much smaller melt pool compared to the PTA, 

ut the two melt pools were connected and formed one elongated 

elt pool. 
6 
Fig. 5 shows the comparison of the melt pool, HAZ, and thermal 

ycle between the FE model and experiment, and Table 5 shows 

he dimensions of the corresponding melt pool and HAZ. For Ti- 

Al-4V, the fusion line at cross-section is difficult to identify due to 

he smooth transition of microstructure. Many researchers reported 

hat it is close to the interface between columnar and equiaxed 

rains [ 24 , 43 , 47 , 48 ], and therefore a red dashed line was drawn

o indicate the fusion line ( Fig. 5 a), which can be used to identify

he depth of the melt pool. The width of the melt pool can be 

dentified easily by visual check from the top surface of the plate. 

s the HAZ boundary is easy to identify, it was also compared to 

nsure a more accurate result. All the positions in the cross-section 

o not reach a peak temperature at the same time, meaning that 

he deepest points of the HAZ boundary and fusion line are not 

ocated in the same cross-section in the FE model. Therefore, the 

omparison of HAZ is presented separately in Fig. 5 b. In simulation, 

he HAZ can be determined by two isotherms. One is the solidus 

sotherm, which is the boundary of the HAZ and melt pool. The 

ther is the α-dissolution isotherm, which is the boundary of the 

AZ and base material. The α-dissolution temperature used in this 

tudy was 747 °C, at which the α phase starts to dissolve into β
hase [47] . 

From Fig. 5 a, b, and Table 5 , the melt pool and HAZ from the

imulation and experiment match well. Fig. 5 c shows the compar- 

son of the melt pool at the top surface, where both the shape and 

he dimensions show good agreement. Fig. 5 d shows that the ther- 

al cycle obtained with the FE model is in good agreement with 

he experimental measurement, except for the peak temperature. 

he slight mismatch in peak temperature arises because the sim- 

lated melt pool is slightly deeper than that in experiment (see 

ig. 5 a), and thus the selected position is closer to the fusion line 

n simulation than in experiment, leading to a slightly higher value 

f peak temperature in simulation. Overall, the results presented in 

ig. 5 demonstrate a high validity of the FE model. 
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Fig. 5. Comparison between the FE model with two circular surface heat sources and the experimental data: (a) melt pool at cross-section, (b) HAZ at cross-section, (c) melt 

pool at top surface, and (d) the thermal cycle at the mid-width and 4 mm below the top surface of the plate. 

Table 6 

Calibrated parameters for the two double ellipsoidal heat sources. 

Heat source a (mm) b (mm) c f (mm) c r (mm) f f f r 

Laser 7 1 4 8 0.6 1.4 

PTA 14 1 6 12 0.6 1.4 

Table 7 

The dimensions of melt pool and HAZ obtained from the experiment and 

the FE model with two double ellipsoidal heat sources. 

Dimensions Experiment (mm) FE model (mm) Error (%) 

Melt 

pool 

Width 11.4 11.4 0 

Depth 2.0 2.2 10.0 

Length 20.3 20.0 1.5 

HAZ Width 18.1 22.0 21.5 

Depth 7.0 7.5 7.1 
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.1.2. Volumetric heat source model 

The same process parameters (Case 1 in Table 2 ) were used 

or the calibration of the FE model with two double ellipsoidal 

eat sources. Some characteristic parameters for the heat sources 

i.e., PTA and laser) need to be adjusted for the calibration of this 

odel, which are shown in Table 6 . In addition, an isotropic ther- 

al conductivity of 30 W m 

−1 K 

−1 was used above the liquidus 

emperature. The same arc efficiency and laser absorptivity (0.64 

nd 0.5, respectively) were used as those in the FE model with sur- 

ace heat sources as described in Section 4.1.1 . Fig. 6 and Table 7

how the comparison of the melt pool, HAZ, and thermal cycle be- 

ween the FE model and experiment. Both the melt pool geome- 

ry and the thermal cycle match well. However, the HAZ obtained 
7 
rom this model is relatively large compared to that from the ex- 

erimental measurement (e.g., 21.5% larger in width), which will 

e discussed in the next section. 

.2. Advantages of the surface heat source model 

For the calibration of both surface and volumetric heat source 

odels, several parameters are needed to define the heat sources, 

hich are schematically shown in Fig. 7 . For the circular surface 

eat source model, the only geometric parameter needed is the di- 

meter of the heat source ( r ), which can be obtained by experi- 

ental measurement (e.g., electric arc) or equipment setting (e.g., 

aser). Therefore, for the calibration of the FE model with two cir- 

ular surface heat sources, the only empirical parameters that need 

o be adjusted are the conductivity in three orthogonal directions 

i.e., k x , k y , and k z ), as demonstrated in Table 4 . However, for the

alibration of a double ellipsoidal heat source model, four geomet- 

ic parameters need to be adjusted for the PTA or laser, meaning 

hat eight geometric parameters to be determined for the hybrid 

TA-laser AM process. In addition, the fractions of heat deposited 

n the front and rear part of the model (i.e., f f and f r ) are also

djustable [28] . It can be seen from Table 6 that twelve param- 

ters were calibrated for the two double ellipsoidal heat sources. 

urthermore, sometimes an isotropic artificial conductivity is also 

sed in the melt pool to achieve more realistic temperatures in 

he melt pool [ 16 , 49 ], increasing the complexity of the calibration

ork. Therefore, for the calibration of the FE model with two dou- 

le ellipsoidal heat sources, the number of the parameters that 

eed to be adjusted is twelve or thirteen. This is much more than 

hat of the FE model with two circular surface heat sources (only 
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Fig. 6. Comparison between the FE model with two double ellipsoidal heat sources and experimental results: (a) melt pool at cross-section, (b) HAZ at cross-section, (c) 

melt pool at top surface, and (d) the thermal cycle at the mid-width and 4 mm below the top surface of the plate. 

Fig. 7. Comparison of the parameters needed for the calibration of the FE models with (a) a circular surface heat source, and (b) a double ellipsoidal heat source. r h is the 

actual radius of a heat source (e.g., PTA and laser). 
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hree), meaning that the calibration is much simpler for the sur- 

ace heat source model. 

As discussed earlier, the only geometric parameter needed for a 

ircular surface heat source model is the radius ( r ), which can be

btained from experiments ( r h ). This means that the heat source 

ize used in the surface heat source model is clearly defined by 

he process, as illustrated in Fig. 7 a. However, for a double ellip- 

oidal heat source model, the geometric parameters that determine 

he heat source size need to be adjusted for calibration purpose. 

his means the heat source size is an empirical parameter, which 

annot be directly obtained from the process. In this study, for ex- 

mple, after calibration the double ellipsoidal heat source sizes re- 

uired for both the laser and the PTA in the FE model are much 
8 
igger than those used in actual process (see Fig. 7 b). For exam- 

le, a width of 14 mm and a length of 12 mm were used for the

aser, whilst a diameter of 6 mm was used in experiment. Sim- 

larly, a much larger PTA size was used in the double ellipsoidal 

eat source model than in experiment. Since the double ellipsoidal 

eat source does not represent the real heat source size, it is un- 

ble to study the effect of the heat source size on the hybrid pro- 

ess. 

Some other cases (Cases 2–4 in Table 2 ) were also simulated 

o demonstrate the general applicability of the calibration and to 

ompare the prediction accuracy between the surface and volu- 

etric heat source models. For the circular surface heat source 

odel, the same artificial conductivity that was used in Case 1 
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Fig. 8. Prediction accuracy for Cases 2–4 with the surface and volumetric heat 

source models. 
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as used for Cases 2–4. Similarly, for the double ellipsoidal heat 

ource model, the same empirical parameters that were used in 

ase 1 were adopted for Cases 2–4. This means that both models 

ave been calibrated only once. Different deviations in melt pool 

imensions between experiments and FE models were observed. 

s shown in Fig. 8 , for the surface heat source model, the aver-

ge deviation was 7.28% for melt pool (including width, depth, and 

ength) and 2.21% for HAZ (including width and depth), demon- 

trating a good applicability of the calibration. For the volumetric 

eat source model, a same average value of 7.28% was achieved for 

elt pool, but an average value of 5.91% was achieved for the HAZ. 

Compared to the surface heat source model, the relatively high 

rediction errors in HAZ in the volumetric h3eat source model is 

ainly attributed to the mismatch of HAZ during calibration as de- 

cribed in Section 4.1.2 . Fig. 9 shows the scenario that the HAZ 

imensions are matched well during calibration ( Fig. 9 a), where, 

owever, there is a significant difference in the melt pool dimen- 

ions between the FE model and experiments ( Fig. 9 b and c). This

eans that an accurate calibration on both melt pool and HAZ 

annot be achieved using two double ellipsoidal heat sources. On 

he one hand, this is because during the calibration of the volu- 

etric heat source model, the heat source size selected might not 

e based on the experimental measurement. For example, in this 

tudy, the heat source size used is much larger than the actual one 

nd even larger than the melt pool width. This means that a pro- 

ortion of energy is applied on the HAZ, leading to an inaccurate 

AZ geometry. On the other hand, if the actual heat source size is 

sed for the volumetric heat source model, an accurate melt pool 

eometry then could not be achieved. This is because there is lim- 

tation of combining two double ellipsoidal heat sources for sim- 

lating the heat transfer in the hybrid process. As schematically 

hown in Fig. 10 , in practice the heat will transfer from the top

urface to the bottom of the workpiece, meaning that physically 

wo surface heat sources are representative for the heat transfer in 

he hybrid process ( Fig. 10 a). However, with two volumetric heat 

ources the heat transfer in the material is unrepresentative and 

his becomes worse in the middle area of the two heat sources 

ue to their interaction (highlighted by the dashed blue box in 

ig. 10 b). This means that the heat transfer obtained with the two 

ouble ellipsoidal heat sources cannot represent the real situation, 

eading to an inaccurate geometry on melt pool and HAZ. 

Fig. 11 shows the comparison of the melt pool obtained with 

he process parameters in Case 4. Although the melt pool dimen- 

ions obtained with both surface and volumetric heat source mod- 

ls have good agreement with experimental measurement, there is 
9 
ifference in melt pool geometry. Fig. 11 a shows that the melt pool 

eometry obtained with the surface heat source model matches 

ell with experiments. Fig. 11 b, however, shows that the front part 

f the PTA-induced melt pool obtained with the volumetric heat 

ource model has a big difference with experimental measurement 

as highlighted by the yellow box). This provides more evidence 

howing that the FE model using two circular surface heat sources 

s more representative for thermal behaviour analysis for the hy- 

rid AM process. 

In fact, it is suitable and popular to use a volumetric heat 

ource model for melt pool prediction in AM or welding processes 

ith a single heat source, and accurate results were obtained by 

any researchers [ 13 , 14 , 28 , 50 , 51 ]. However, when there are two

ndependent heat sources needed in a process like hybrid PTA-laser 

M, simply combining two volumetric heat sources suffers inher- 

nt limitation to capture the complicated heating effect. This is be- 

ause the combination of two volumetric heat sources could not 

epresent the real heat transfer in the melt pool, meaning that the 

athematical formulation for the model is not appropriate for the 

imulation of the hybrid process. An alternative way of using a vol- 

metric heat source model for the hybrid AM process is to design 

 customised heat source model based on the polynomial curve fit 

f the experimental fusion line [52] . However, this means that a 

ew heat source model is needed when the fusion line is changed 

ue to different process condition used. Overall, the model devel- 

ped in this study provides an efficient and representative way for 

he prediction of the thermal behaviour in the hybrid PTA arc-laser 

M process. 

.3. Effect of process parameters on melt pool geometry 

In metal AM, the melt pool shape is one of the primary fea- 

ures as it determines the geometry of the deposited bead, which 

s a fundamental building block for the built parts [7] . Amongst 

he three dimensions (width, depth, and length) of the melt pool, 

he width and depth are paid more attention here as they deter- 

ine the printing resolution and the remelting into the underlying 

ayers or baseplate. 

Fig. 12 shows the melt pool dimensions as a function of the ap- 

lied laser power. One can see that both the melt pool width and 

epth increase proportionally with the laser power due to the in- 

reased energy input. Fig. 13 shows the corresponding melt pool 

eometries in some cases presented in Fig. 12 . When the laser 

ower was at a relatively low value of 500 W, the laser could not 

enerate a melt pool, but just preheated the workpiece. As the 

aser power increased to 1500 W, two separate melt pools were 

enerated by the PTA and laser, respectively. With the further in- 

rease of laser power from 2500 to 5500 W, the two separate melt 

ools merged into one deeper and wider melt pool. As seen in 

ig. 13 , the width and depth of the melt pool are determined by 

he back part, which is formed by the PTA. Here, although the ap- 

lied arc power is constant (3040 W), the laser adds energy in 

ront of the PTA, and therefore the PTA-induced melt pool is en- 

arged with the increase of laser power. 

Fig. 14 shows the effect of travel speed on the melt pool di- 

ensions. Both the melt pool width and depth reduce with the 

ncrease of travel speed. Amongst them, the melt pool width de- 

reases by 33.6% (from 14.3 to 9.5 mm) whilst the depth decreases 

y 46.4% (from 2.8 to 1.5 mm) as the travel speed increases from 

.5 to 11 mm/s. This is attributed to the decreased energy input 

er unit length (also referred to as line energy, 	), which is in- 

ersely proportional to the travel speed, as given by: 

= 

Q 1 + Q 2 

v 
(8) 

Therefore, the increase of travel speed at a constant input 

ower results in a decrease in line energy, leading to a smaller 
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Fig. 9. Comparison of the melt pool geometry when HAZ is well matched: (a) well matched HAZ, (b) melt pool comparison in cross-section, and (c) melt pool comparison 

from top view. 

Fig. 10. Schematic showing the heat transfer in a workpiece with different heat source models: (a) two surface heat sources, and (b) two volumetric heat sources. Pink 

arrows indicate the heat source travel direction; h s and h v stand for surface heat source and volumetric heat source, respectively; q s and q v stand for the heat flux for 

surface and volumetric heat sources, respectively. 

Fig. 11. Comparison of the melt pool prediction using two different heat source models (Case 4 in Table 2 ): (a) surface heat source model, and (b) volumetric heat source 

model. 

10 
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Fig. 12. The effect of laser power on the melt pool dimensions (all the process parameters used except laser power are the same as those in Case 1 in Table 2 ). 

Fig. 13. The effect of laser power on the melt pool geometry from different views: (a) top surface, and (b) longitudinal section. 

Fig. 14. The effect of travel speed on the melt pool dimensions (all the process parameters used except travel speed are the same as those in Case 1 in Table 2 ). 

11 
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Fig. 15. The effect of travel speed on the melt pool geometry from different views: (a) top surface, and (b) longitudinal section. 

Fig. 16. The effect of the arc-laser separation distance on the melt pool dimensions (all the process parameters used except separation distance are the same as those in 

Case 1 in Table 2 ). 

Fig. 17. The effect of arc-laser separation distance on the melt pool geometry from different views: (a) top view, and (b) longitudinal section. 
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is constant with 3040 W and 2500 W for arc source and laser 
elt pool. Fig. 15 shows the corresponding melt pool geometries 

n some cases presented in Fig. 14 , where the melt pool becomes 

maller with the increase of travel speed. Compared to the depth 

nd width, the total length of the melt pool has no significant vari- 

tion due to the fixed separation distance between the two heat 

ources ( Fig. 15 ). 

Fig. 16 shows the variation in melt pool dimensions with the 

rc-laser separation distance, and Fig. 17 shows the correspond- 
12 
ng melt pool geometries in several selected cases. In general, the 

ncreasing separation distance leads to a slight decrease in both 

elt pool width and depth ( Fig. 16 ) but a significant increase in

he total melt pool length ( Fig. 17 ). As the separation distance in-

reases from 0 to 8 mm, there is one large melt pool, as seen in

ig. 17 . However, two separate melt pools occur as it increases 

o or beyond 12 mm. In these cases, the total applied power 
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Fig. 18. The effect of the laser beam diameter on the melt pool dimensions (all the process parameters used except laser beam diameter are the same as those in Case 1 in 

Table 2 ). 

Fig. 19. The melt pool geometry obtained with the laser beam diameters of 4 and 12 mm from different views: (a) top view, and (b) longitudinal section. 

s

P

t

d

l

o

p

1  

l

f

l

s

t

m

t  

a

c

l

p

p

i

i

t

s

f

fl

s

b

F

d

p

i

w

w

ource, respectively. The temperature in the region in front of the 

TA-induced melt pool is reduced due to the increased separa- 

ion distance, leading to a slight decrease in melt pool width and 

epth. 

Fig. 18 shows the melt pool dimensions as a function of the 

aser beam diameter, where the laser beam size has a minor effect 

n both the melt pool width and depth. Fig. 19 shows the melt 

ool geometry produced by two extreme beam diameters of 4 and 

2 mm. As seen in Fig. 19 a and b, increasing the laser beam size

eads to a slight increase in width and decrease in depth at the 

ront part of the melt pool (i.e., the melt pool generated by the 

aser), which means the laser-induced melt pool become wider and 

hallower. However, this has very little effect on the rear part of 

he melt pool, which determines the final width and depth. This is 

ainly because the energy added by the laser is unchanged in all 

he cases, and therefore the rear part of the melt pool has not been

ffected. Also, the applied laser power of 2500 W is relatively low 

ompared to the arc power of 3040 W. However, if a much higher 
13 
aser power is used with a large beam size, the laser-induced melt 

ool could determine the final width and depth. 

In AM, the ability to achieve good surface finish of the de- 

osited parts is of concern. Low surface waviness is desirable as 

t results in a low amount of material to be machined off, which 

s cost-effective and environmentally friendly. It is recognised that 

he surface finish of the deposited parts is controlled by the bead 

hape [7] . For the same cross-sectional area of a bead, a lower sur- 

ace waviness of the deposited component can be achieved with a 

atter bead shape. Although the deposited material was not con- 

idered in this FE model, it still can be used to approximate the 

ehaviour of melt pool variation at different process parameters. 

rom Figs. 12 and 14 , we know that in hybrid PTA-laser AM the 

eposited beads would become wider with the increasing laser 

ower and decreasing travel speed due to the increased energy 

nput. Due to mass conservation, the bead height would decrease 

ith increasing width. This is consistent with the results obtained 

ith the hybrid PTA-laser AM experiments [10] . In addition, the 
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Fig. 20. Two paths selected for the analysis of thermal conditions. 

Fig. 21. Thermal cycles as a function of different process parameters: the effect of (a) laser power, (b) travel speed, (c) separation distance, and (d) laser beam diameter on 

thermal cycles along Path 1; and the effect of (e) laser power, (f) travel speed, (g) separation distance, and (h) laser beam diameter on thermal cycles along Path 2. Note, in 

each graph all the process parameters were kept constant except the studied one. 
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esults about melt pool variation affected by arc-laser separation 

istance and laser beam diameter are also consistent with those 

btained with the hybrid PTA-laser AM experiments [ 9 , 10 ]. These 

onfirm that this model can be used to predict the variation trend 

f the bead shape for the hybrid PTA-laser AM process. 

.4. Effect of process parameters on thermal variables 

Thermal variables such as cooling rate ( ̇ T ) and thermal gradient 

 T ′ ) determine the microstructure during the deposition process 

 11 , 53 ]. With this simplified model, the behaviour of the essen-

ial thermal variables in the hybrid AM process can be predicted 

hich can provide useful information for metallurgical study. In 

his model, artificial conductivity is used in the melt pool, mean- 

ng that the temperature distribution in the melt pool might not be 

he same as in real conditions (this is also the limitation of an FE 

odel which cannot capture the fluid flow in melt pool). Therefore, 

or the analysis of thermal variables, the temperature field above 

he melting point will not be discussed. As shown in Fig. 20 , two

aths opposite to the heat source travel direction are selected for 

he analysis of thermal variables, both of which are at the mid- 

idth of the plate. Path 1 is at the top surface of the plate, and

ath 2 is at the bottom of the fusion boundary. 
14 
Fig. 21 shows the thermal cycles of the positions on Path 1 

nd Path 2 at different process parameters. Only the cooling stage 

f the thermal cycles is shown here. The thermal cycle changes 

 lot with the variation of laser power and travel speed on both 

aths. More specifically, after the same period of time as the heat 

ource passes by, a higher temperature is observed at either a 

igher laser power or a lower travel speed. In comparison, the sep- 

ration distance and laser beam diameter have no significant ef- 

ect on the thermal cycles. As mentioned earlier, this is because 

he variation of the latter two parameters does not change the 

otal energy input into the workpiece, which have insignificant 

ffect not only on melt pool geometry but also on thermal cy- 

les. In general, laser power and travel speed are two primary 

rocess parameters affecting the thermal conditions in the hybrid 

TA-laser AM process, which will be discussed in the following 

ections. 

In addition to the temperature field, a subroutine in ABAQUS 

as developed to calculate the cooling rate field and thermal gra- 

ient field for the process. The cooling rate ( ̇ T ) and thermal gradi- 

nt ( T ′ ) are defined in Eq. (9) and Eq. (10) , respectively. 

˙ 
 = 

∂T 
(9) 
∂t 
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Fig. 22. The effect of laser power on cooling rate and thermal gradient: cooling rate contour at a laser power of (a) 500 W and (b) 5500 W; thermal gradient contour at a 

laser power of (c) 500 W and (d) 5500 W; the (e) cooling rate and (f) thermal gradient along Path 1 and Path 2 as a function of temperature. 
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′ = 

√ (
∂T 

∂x 

)2 

+ 

(
∂T 

∂y 

)2 

+ 

(
∂T 

∂z 

)2 

(10) 

To circumvent the difficulty in directly calculating the 3D 

patial derivatives from the discrete temperature data, an in- 

irect approach was employed for calculation of the ther- 

al gradient using the ABAQUS solver output. According to 

ourier’s law, q x = −k ∂T 
∂x 

, q y = −k ∂T 
∂y 

, q z = −k ∂T 
∂z 

, and then T ′ =
 

( q x 
k 

) 
2 + ( 

q y 
k 

) 
2 + ( q z 

k 
) 

2 
, where q x , q y , q z are the heat flux compo- 

ents in x, y , and z directions, respectively, and k is the thermal

onductivity. A user-defined subroutine UVARM was developed to 

btain the q x , q y , q z and T from the ABAQUS solver and calculate 

he T ′ accordingly. In the subroutine, the ABAQUS utility routine 

ETVRM was called to access to the heat flux and temperature val- 

es computed by the ABAQUS solver, which employed the linear 

nterpolation function for the 8-node DCC3D8 element to calculate 

he temperature derivative and heat flux [54] . The thermal gradient 

ay not be continuous across the boundaries between different el- 

ments. Therefore, averaging the results at nodes was needed for 

ata smoothing. Here, the averaging was dependent on the relative 

odal variation, which is defined as the ratio (maximum at node 

minimum at node) / (maximum over considered region – min- 

mum over considered region). The data averaging was performed 

nly when the relative nodal variation did not exceed 75%. 
15 
Fig. 22 shows the role of laser power on cooling rate and 

hermal gradient in two extreme cases (laser power of 500 and 

500 W, respectively). The cooling rate field in the two cases is 

resented in Fig. 22 a and b, where the grey region with positive 

alues represents the heating region whilst the colour region with 

egative values represents the cooling region. In both cases, the 

ooling rate has its maximum value at the top surface behind the 

elt pool, and it reduces as the region gets further from the melt 

ool. Fig. 22 e shows the cooling rate as a function of tempera- 

ure on Path 1 and Path 2. The cooling rate increases constantly 

ith the increase of temperature on Path 1, whilst it increases first 

hen the temperature is below 1350 °C and then reduces with the 

emperature on Path 2. However, for a given path, at the same 

emperature a higher cooling rate is always observed at a lower 

aser power (e.g., 800 °C/s for the 500 W case and 400 °C/s for the

500 W case at 1500 °C on Path 1). Fig. 22 c and d show the ther-

al gradient field in the two cases. The maximum thermal gradi- 

nt occurs at the bottom of the fusion boundary, and the thermal 

radient decreases at a further distance from the melt pool. Fig. 22 f 

hows the thermal gradient as a function of temperature on Path 1 

nd Path 2. On both paths, the thermal gradient increases with the 

ncrease of temperature. Also, at the same temperature a higher 

hermal gradient is always achieved at a lower laser power. 

Fig. 23 shows the effect of the travel speed on the cooling rate 

nd thermal gradient. It can be seen from Fig. 23 a and b that

hen travel speed is high, more material underneath the heat 

ource does not attain the peak temperature when the heat source 
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Fig. 23. The effect of travel speed on cooling rate and thermal gradient: cooling rate contour at a travel speed of (a) 2.5 mm/s and (b) 11 mm/s; thermal gradient contour 

at a travel speed of (c) 2.5 mm/s and (d) 11 mm/s; the (e) cooling rate and (f) thermal gradient along Path 1 and Path 2 as a function of temperature. 
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asses. This is because there is less time for heat to reach these 

ocations compared to the low travel speed case. The maximum 

ooling rate achieved at the travel speed of 2.5 mm/s is much 

ower than that at 11 mm/s (342 and 1502 °C/s, respectively). For 

he thermal gradient in the two cases ( Fig. 23 c and d), the maxi-

um values are both located at the bottom of the fusion bound- 

ry (2171 and 3808 °C/cm, respectively). In addition, one can see 

rom Fig. 23 e and f that the trends of the cooling rate and ther-

al gradient with the increase of temperature on Path 1 and Path 

 are similar as those presented in Fig. 22 e and f. Also, the in-

rease of laser power has a similar effect as the decrease of travel 

peed. By comparing Fig. 22 a, b and Fig. 23 a, b, or by comparing

ig. 22 e and e, one can see that changing travel speed is more ef-

ective than laser power to control the cooling rate in the PTA-laser 

ybrid AM. 

To demonstrate the reliability of using this model to provide 

hermal information for metallurgical study, some regions in HAZ 

btained with the simulation and experiments in two different 

ases were compared, as shown in Fig. 24 . The regions of inter- 

st underwent a peak temperature ranging from 997 °C ( β-transus) 

o 1655 °C (solidus temperature). The process parameters used for 

hese two cases are from Case 1 and Case 3 in Table 2 , respec-

ively. All parameters used for the two cases are the same except 

ravel speed, which is 4.5 mm/s for Case 1 and 6.5 mm/s for Case 

. Fig. 24 a and b show the comparison of the upper boundary of 

he region of interest (i.e., fusion line). One can see that the simu- 

ated fusion line matches well with the experimental result in both 
16 
ases. Fig. 24 c and d show the comparison of the lower bound- 

ry of the region ( β-transus isotherm) in the two cases, where 

he simulated and experimental results also have good agreement. 

he well predicted upper boundary and lower boundary of the 

egion of interest confirms that the model has high prediction 

ccuracy. 

Due to the lower travel speed used in the first case, more en- 

rgy input was received by the material in this case than in the 

econd case. This leads to a larger region of interest formed in the 

rst case than in the second case, as shown in Fig. 24 e and f (the

egion between the white dashed line and solid line). For Ti-6Al- 

V, when the material is heated to a peak temperature between 

-transus and solidus temperature, β grains will increase in size 

 47 , 48 ]. Normally, the higher the peak temperature reaches, the 

arger the grains become. The microscopic images around the mid- 

idth of the cross-section in the region of interest were shown in 

ig. 24 g and h. In both cases, β grains become smaller from fu- 

ion line to β-transus due to the reduced peak temperature that 

he material underwent. By comparing the two cases, a larger av- 

rage β grain size was obtained at a lower travel speed, which 

s consistent with the results observed in Ref. [48] . This can be 

redicted from the thermal cycles that the material experienced. 

ig. 25 shows the thermal cycles at 1 mm below the fusion line at 

he mid-width in the two cases. The peak temperature reached in 

he first case was 1389 °C compared to 1354 °C in the second case. 

lso, the dwell time above β-transus is longer at a travel speed of 

.5 mm/s compared to that at 6.5 mm/s (3.0 s and 4.9 s, respec- 
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Fig. 24. Comparison of HAZ between simulation and experiments at different travel speed: (a) fusion line, (c) β-transus isotherm, and (e) cross-sectional micrograph at the 

travel speed of 4.5 mm/s; (b) fusion line, (d) β-transus isotherm, and (f) cross-sectional micrograph at the travel speed of 6.5 mm/s; (g) grain morphology from the yellow 

box indicated in (e), and (h) grain morphology from the yellow box indicated in (f). 
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ively), which gives the grains more time to grow in the former 

ase. This leads to more pronounced grain growth in the first case 

han that in the second case. 

In conduction mode welding or AM, the convection effect in the 

elt pool is significantly important for heat transfer and melt pool 

hape formation [ 55 , 56 ], and therefore it cannot be neglected to

chieve accurate prediction in a FE model. In a typical FE model 
17 
ith a volumetric heat source, the energy from the heat source is 

istributed in a pre-defined volume inside the workpiece. This can 

e used to achieve an accurate melt pool shape, but it is not phys- 

cally representative. This is because in conduction mode welding 

r AM, the energy is transferred from the top surface to the bot- 

om surface of a workpiece. In the proposed model, a surface heat 

ource was used, and artificial conductivity was applied in the melt 
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Fig. 25. Thermal cycles at a distance of 1mm below the fusion line at mid-width (point A) obtained at two different travel speeds. 
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ool to compensate for the convection effect thus to achieve ac- 

urate melt pool size and shape, which is more physically repre- 

entative compared to the commonly used volumetric heat source 

odels. In addition, since all the material properties used in the 

olid state are from the measured values, the thermal filed outside 

he melt pool can be well predicted. However, the artificial con- 

uctivity still cannot completely replace the convection effect in 

eal condition due to the fundamental difference in the heat trans- 

er mode. This means that the temperature distribution in the melt 

ool cannot be accurately predicted and hence the model should 

ot be used for detailed analysis of thermal variables in the melt 

ool. In addition, this model is used in the conduction mode. If the 

perating regime is changed, it might be difficult to calibrate the 

odel to achieve accurate melt pool size and shape. For example, 

f a very high current or high laser power density is used, in which

ase the operating regime is very close to or even in the keyhole 

ode, the proposed model might not be applicable for these con- 

itions. 

. Conclusions 

In this study, a 3D steady-state FE model with two circular 

urface heat sources was developed for thermal behaviour analy- 

is in hybrid PTA-laser AM. This model was validated by experi- 

ental measurements and its advantages have been demonstrated 

hrough comparison with the model with two double ellipsoidal 

eat sources. The effect of different process parameters, including 

aser power, travel speed, laser beam size, and arc-laser separation 

istance, on melt pool geometry and thermal variables was exam- 

ned using this model. The key findings were summarised as fol- 

ows. 

• The FE model with two circular surface heat sources was cal- 

ibrated and validated by experiments on melt pool geome- 

try, HAZ boundary, and thermal cycles, which all showed good 

agreement. Specifically, for the calibration, an average error of 

5.8% was obtained for the melt pool (width, length, and depth), 

and 3.0% for the HAZ (width and depth). For the validation, the 

average errors for the melt pool and HAZ were 7.3% and 2.2%, 

respectively. 
18 
• The geometric parameters used in the surface heat source 

model is chosen based on the process, whilst empirical geomet- 

ric parameters are used in the volumetric heat source model, 

meaning that the heat source size effect can be captured by 

the former but not the latter. The melt pool and HAZ geom- 

etry in the hybrid process can be predicted accurately using 

the two circular surface heat sources, whilst accurate melt pool 

and HAZ cannot be captured using two double ellipsoidal heat 

sources, meaning that the surface heat source model is more 

representative for the hybrid process compared to the volumet- 

ric heat source model. In addition, compared to the FE model 

with two double ellipsoidal heat sources, the model with two 

circular surface heat sources has much fewer parameters re- 

quired for calibration, meaning that much less effort is needed 

for the calibration of the surface model. 
• For the investigated ranges of all the process parameters, the 

melt pool geometry depends more strongly on laser power 

and travel speed compared to arc-laser separation distance and 

laser beam size. More specifically, the width and depth of the 

melt pool increase with the increase of laser power and with 

the decrease of travel speed due to the increased energy in- 

put, whilst they are not sensitive to the arc-laser separation 

distance and laser beam size owing to the unchanged energy 

input. 
• In all the studied cases, the maximum values of cooling rate 

and thermal gradient are located on the top solidification front 

and the bottom part of the fusion line, respectively, and both 

reduce at a further distance from the melt pool. A higher 

cooling rate and thermal gradient can be achieved using a 

lower laser power or higher travel speed, and it is more 

effective to control the cooling rate by changing the travel 

speed compared to that of laser power. The simulated results 

and the experimental data showed that the model has high 

reliability in providing thermal information for metallurgical 

study. 
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